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Abstract In this paper, we deal with automatic negotiation for general purposes. Under the development
for smart city or social systems, automatic negotiation has became one of significant research fields and it
has been actively investigated in a research community with an international competition in the last decade.
However, the transition behavior of the automatic negotiation systems, the conditions on the success or
failure of negotiations, or the robustness for the uncertainties of the conditions is not enough investigated.
With this back ground, in this paper, we aim to develop a mathematical model for the dynamics of automatic
negotiation and propose a model as a feedback system between two agents. A process of negotiation is
composed of an offer from an agent to the other, acceptance or reject with a renewed offer to the other, and
the repetition of the above process. From above, this process can be regarded as a feedback system between
agents and the offers are its signals. The acceptance or the reject is decided by the policies of the agents
and the estimation of the opponent policies. Then, we explain the fundamental structure of the negotiation
dynamics and show its realizations.
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Fig. 3: Feedback system model for automatic negotiation

player 1: x1[t + 1] = f1(x1[t], u1[t]) (4)

y1[t] = g1(x1[t], u1[t]) (5)

player 2: x2[t + 1] = f2(x2[t], u2[t]) (6)

y2[t] = g2(x2[t], u2[t]) (7)

feedback connection: u1[t] = y2[t] (8)

u2[t] = y1[t] (9)
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